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Abstract

In part I, a three-zone flow boiling model is formulated to describe evaporation of elongated bubbles in micro-

channels. The heat transfer model describes the transient variation in local heat transfer coefficient during the sequential

and cyclic passage of (i) a liquid slug, (ii) an evaporating elongated bubble and (iii) a vapor slug. In this part, the time-

averaged local heat transfer coefficient is compared to experimental data taken from seven independent studies covering

the following seven fluids: R-11, R-12, R-113, R-123, R-134a, R-141b and CO2. The 1591 test data cover tube diameters

from 0.77 to 3.1 mm, mass velocities from 50 to 564 kg/m2s, pressures from 124 to 5766 kPa, heat fluxes from 5 to 178

kW/m2, and vapor qualities from 0.01 to 0.99. The new model predicts 67% of the database to within ±30%. The new

model illustrates the importance of the strong cyclic variation in the heat transfer coefficient and the strong dependency

of heat transfer on the bubble frequency, the minimum liquid film thickness at dryout and the liquid film formation

thickness.

� 2004 Elsevier Ltd. All rights reserved.
1. Heat transfer database presentation

The heat transfer database drawn together for this

study is described in Table 1. Local heat transfer data

were taken from seven different publications [1–8] ob-

tained at six different laboratories for seven fluids, all for

circular cross-sectional tubes. All of these results are for

a single flow channel except for that of Yan and Lin [4]

and Agostini [8], which are for test channels with mul-

tiple channels. As most of the results are for low to

intermediate vapor qualities, it will be assumed here that

all these data fall in the elongated bubble regime. A total

of 1591 experimental points are in the database. All data

were obtained from digitalizing published graphs, with

the exception of Bao et al. and Baird et al., who kindly
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provided computer files. The individual studies are

described briefly below.

The first such study found was that of Lazarek and

Black [1], who investigated evaporation of R-113 in a 3.1

mm stainless tube. They performed experiments starting

from subcooled inlet conditions with a two-part vertical

test section heated by direct current. Fig. 1 depicts their

data (note: the predictions by the new model shown will

be discussed later). The results show a strong depen-

dence of the saturated boiling heat transfer on heat flux

but a negligible influence of quality, which suggested to

them that the nucleate boiling was controlling heat

transfer. Only 13 data points were measured, thus the

weight of this study is not important in the database.

Next, in a systematic study at Argonne Laboratory

by Wambsganss et al. [2], further results for R-113

evaporating in a circular channel of 2.92 mm diameter

were presented (Fig. 2) while another later study at the

same laboratory by Tran et al. [3] reported results for R-

12 evaporating in a 2.46 mm circular channel (Fig. 3).
ed.
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Nomenclature

Boi Boiling number, dimensionless

Co Confinement number, dimensionless

Cd0 correcting factor on the initial film thick-

ness, dimensionless

d, dh diameter, hydraulic diameter, m

f pair frequency, Hz

G mass velocity, kgm�2 s�1

h heat transfer coefficient, Wm�2 K�1

J objective function, W2 m�4 K�2

nf exponent, dimensionless

P pressure, Pa

q heat flux, Wm�2

Ra average roughness, m

U velocity, m s�1

x vapor quality

Greek symbols

aq coefficient in Eq. (3), Wm�2

d liquid film thickness, m

DTsat superheat of the wall, K

k thermal conductivity, Wm�1 K�1

Subscripts

crit thermodynamic critical point

end end of the liquid film

exp from experiment

film liquid film

l liquid

min minimum

model from the model

opt optimum value

p pair

ref reference

sat saturation

v vapor

w wall

0 initial
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They used a test section heated by direct current and the

liquid enters subcooled. Wambsganss et al. [2] gave a

complete description of the test set-up and the diameter

of the tube is near the maximum value of the database at

the limit of the mesotube classification. In Tran et al. [3],

the experimental test section was electrically heated with

four clamps in order to change the heated length. After

each clamp a thermocouple measured the bulk temper-

ature of the fluid. The perturbation of the channel wall

by a probe (a hole or solder) could promote bubble

nucleation at the wall at this point and thus change the

bubble formation frequency. Fig. 2 shows some of their

results with heat transfer plotted vs. vapor quality for R-

12 at various heat fluxes and mass velocities. In general,

at wall superheats larger than 2.75 K, they noted that

the local heat transfer coefficients did not change with

mass velocity (over the range from 50 to 695 kg/m2s) nor

with vapor quality (from 20% to 75%) but were depen-

dent on heat flux (from 7.5 to 59.4 kW/m2). Conse-

quently, applying macroscale logic, they concluded that

heat transfer was always nucleate-boiling dominated in

microchannel evaporation and fit their data to a nucleate

boiling curve (of the form q ¼ aDT n where DT is the wall
superheat and q is the heat flux), obtaining an exponent
of n ¼ 2:7 typical to nucleate pool boiling correlations.
At lower superheats (below 2.75 K), not shown here, they

observed a significant change in the slope of their data

plotted as a nucleate boiling curve (q vs. DT ), and this
behavior they designated as a convection-dominant re-

gime (even though it was still heat flux dependent).

Yan and Lin [4] investigated flow boiling of R-134a

inside a bundle of 28 pipes with a inside diameter of
2 mm. These tubes were soldered (sandwich style) be-

tween two copper plates of 5 mm thickness. Thin elec-

trical heaters were installed on the external side of the

plates. This set of tests is the only one in the database

where a preheater has been used to control the vapor

quality at the inlet of the test section. Unfortunately, the

diameter of the tube of the preheater and the heat flux

associated are unknown at the location where the bub-

bles were created. In this study, the mass flux was varied

from 50 to 200 kg/m2s, heat flux from 5 to 20 kW and

saturation temperature from 5 to 31 �C. The results
show (Fig. 4) a vapor quality dependence. Usually heat

transfer increased with heat flux but this trend was in-

verted at high vapor quality (approximately above

x ¼ 0:6). The authors gave a correlation to predict these
evaporation coefficients, which was corrected later in

Webb and Paek [9]. The test section is multichannel and

the authors verified the uniformity of the mass flow in

single-phase flow but it is not obvious that this unifor-

mity still persists when circulating a two-phase flow.

Furthermore, the heating configuration increased the

thermal inertia of the wall.

Zhao et al. [10] reported flow-boiling coefficients for

CO2 and R-134a in a microchannel for vapor qualities

from 5% to 30%. For mass velocities from 250 to 700 kg/

m2s at fixed heat fluxes, no mass-flux dependence was

observed on the flow boiling heat transfer coefficients for

either CO2 or R-134a for pressures ranging from 4.0 to

5.1 bar and 0.35 to 0.49 bar, respectively. In their heat

flux range (8–25 kW/m2), their results did not show any

heat flux dependence, in contrast to the studies discussed

above. These tests were for small wall superheats (1–2



Table 1

Database used to perform parameter identification

Study Fluid dh
[mm]

G
[kgm�2 s�1]

q
[kWm�2]

Psat
[kPa]

x [-] Uncertain-

ties in h
Data

points

Remarks

Lazarek and

Black [1]

R113 3.1 502 114–178 170 0.03–0.61 5% 13 Circular single

tube

Wambsganss

et al. [2]

R113 2.92 50–300 124–160 124–160 0.01–0.88 0.2 Ka 92 Circular single

tube

Tran et al. [3] R12 2.46 63.3–300 7.5–59.4 825 0.2–0.77 6–18% 60 Circular single

tube

Yan and Lin

[4]

R-134a 2 50–200 2–20 350–793 0.08–0.93 6% 125 Multichannels

with 28 circu-

lar channels

Bao et al. [5] R11 1.95 167–564 9.8–176.6 214–477 0.01–0.98 5% 299 Circular single

tube

Bao et al. [5] R123 1.95 167–452 36.2–131 346–509 0.02–0.85 5% 126 Circular single

tube

Baird et al. [6] CO2 1.95 68–266 2.6–48.4 4057–5733 0.01–0.74 ? 379 Circular single

tube

Lin et al. [7] R141b 1.1 510 18–72 134–219 0.01–0.99 0.5 Ka 92 Circular single

tube

Agostini [8] R-134a 0.77 &

2.01

117–347 5.2–26.4 405–600 0.01–0.95 5–30% 405 Multichannels

with 11 and 18

rectangular

channels

aUncertainties on temperature measurement.

Fig. 2. Flow boiling data for R-113 in 2.92 mm tube of

Wambsganss et al. [2].
Fig. 1. Lazarek and Black [1] results with R-113 in 3.1 mm

tube.
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K) and hence would have fallen in the lower heat-flux

dependence zone also observed at Argonne. For the

same saturation temperature (283 K), CO2 had heat

transfer coefficients about two to three times those of

R-134a. However, no channel dimensions were reported

and hence these results are not presently included in our

database.

Bao et al. [5] reported local flow boiling coefficients

for R-11 and R-123 inside a copper tube with a diameter

of 1.95 mm. They used a single piece of tubing, 870 mm
long. The first 400 mm of the tube was unheated, pro-

viding an entrance region; that section was followed by a

270 mm long test zone and then by a 200 mm unheated

exit zone. The tests were conducted in a very thick

walled cylinder with external heating elements. For tests

over a wide range of conditions (mass velocities from 50

to 1800 kg/m2s, vapor qualities from 0% to 90%, heat

fluxes from 5 to 200 kW/m2 and a range of saturation

pressures), they observed that heat transfer coefficients

were a strong function of heat flux and increased with



Fig. 4. Flow boiling data for R-134a in 2 mm multi-tube of

Yan and Lin [4].

Fig. 5. Flow boiling data for R-123 in 1.95 mm tube of Bao

et al. [5].

Fig. 3. Flow boiling data for R-12 in 2.46 mm tube of Tran

et al. [3].

Fig. 6. Flow boiling data for R-11 in 1.95 mm tube of Bao et al.

[5].
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saturation pressure. However, the effects of vapor

quality and mass flux were very small (Figs. 5 and 6).

Similar to the previous studies, they concluded that

nucleate boiling dominated the heat transfer process.

Using the same type of set-up, Baird et al. [6] also re-

ported local heat transfer data for R-123 in a 0.92-mm-

diameter tube and CO2 in the previous 1.95 mm tube,

observing the same trends as in their earlier work. Fig. 7

shows some of their local heat transfer coefficients

plotted versus vapor quality for CO2, excluding their

subcooled boiling data, for various saturation pressures.

Thus, in these tests, the onset of nucleate boiling and

hence the formation of the elongated bubbles com-

menced in the subcooled region. In the heating system

used, a copper cylinder with an outside diameter of 25

mm, the thermal inertial of the tube wall is very large in
comparison to a single tube with a wall thickness of

hundreds of microns.

Lin et al. [7] studied evaporation of R-141b in a

vertical 1.1 mm tube over a mass velocity range of 300–

2000 kg/m2s and heat flux range of 18–72 kW/m2, al-

though they only presented data at the mass velocity of

510 kg/m2s. Fig. 8 depicts their results for heat transfer

versus vapor quality at these conditions. The outlet

pressure of the test section was atmospheric while the

inlet pressure varied from 1.34 to 2.19 bar depending the

flow conditions, which means the data shown also in-

clude a small saturation pressure effect. We were not

able to obtain the data from the authors and have esti-

mated the local saturation pressure by a linear interpo-

lation (from the two extreme values given), based on

heat flux, to calculate the physical properties to process



Fig. 7. Flow boiling data for CO2 in 1.95 mm tube of Baird

et al. [6].

Fig. 8. Flow boiling data for R-141b in 1.1 mm tube of Lin

et al. [7].

Fig. 9. Flow boiling data for R-134a in 2.01 mm tube of

Agostini [8].
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their data. As opposed to most of the above studies, they

found a significant influence of vapor quality on the heat

transfer coefficient. At high heat fluxes, their data ex-

hibit a sharp peak at low vapor qualities followed by a

monotonic decrease. At low heat fluxes, there was a

significant monotonic rise in value up to a peak at about

x ¼ 0:60. At intermediate heat fluxes, such as 42 and 48
kW/m2, the heat transfer coefficients were nearly inde-

pendent of vapor quality as in previous investigations.

Hence, these results present a much more complex

dependency of the heat transfer coefficient on heat flux

and vapor quality than the other studies noted. In the

subcooled region, the heat transfer coefficients are much

larger than those one would calculated from a single-

phase correlation and are similar to the Bao et al. [5]

data shown earlier. Consequently, the onset of nucleate
boiling and formation of vapor bubbles takes place be-

fore the saturated zone, which likely influences the fre-

quency of bubble formation.

Agostini [8] presents multichannel experiment results

with R-134a (as Yan and Lin [4]) and it is the only

study of the database with two different values of hy-

draulic diameter, dh ¼ 0:77 mm (18 channels) and 2.01

mm (11 channels) and with rectangular shape of the

channel (with smooth corners). The average roughness

was measured along the longitudinal axis to be, Ra ¼
0:57� 0:01 lm for the 2.01 mm channels and Ra ¼
0:3� 0:1 lm for the 0.77 mm channels. Heat fluxes

ranged from 5.2 to 26.4 kW/m2 and mass velocities

ranged from 117 to 347 kg/m2s. In this test section, the

walls were thin and heated by direct electric current. In

the case of two-phase flow in the multichannel test sec-

tion, the uniformity of the mass flow could not be

guaranteed. In the case of the 2.01 mm tube, for Boiling

number value Boi < 0:00043, the author observed that
heat transfer coefficients were not sensitive to vapor

quality, but beyond a threshold value of x, heat transfer
coefficients decreased quickly. For Boi > 0:00043, they
observed that heat transfer coefficients were not sensitive

to vapor quality (Fig. 9), but beyond a threshold value

of x heat transfer coefficients increase. These trends are
consistent with the results of Lin et al. [7] at low heat

flux. In the 0.77 mm tube, the heat transfer coefficients

present a peak at a vapor quality between 0.1 and 0.2,

independent of the value of heat flux (Fig. 10). These

trends are consistent with the results of Lin et al. [7] at

high heat flux.

Some general comments are in order about experi-

mental results available for evaporation in microchan-

nels. Most studies have not measured single-phase

laminar or turbulent flow heat transfer coefficients prior

to their flow boiling tests, which is an important exper-

imental benchmark. Secondly, except for Agostini [8],



Fig. 10. Flow boiling data for R-134a in 0.77 mm tube of

Agostini [8].

3392 V. Dupont et al. / International Journal of Heat and Mass Transfer 47 (2004) 3387–3401
the internal surface roughness of the microchannel test

sections has not been reported. Third, some studies start

with subcooled boiling prior to the test section while

some do not, which may or may not significantly influ-

ence the saturated zone results. Fourth, achieving stea-

dy-state conditions may be an experimental challenge.

For instance, Lin et al. [7] noted cyclical temperature

fluctuations during their tests. Based on the descriptions,

the above experimental heat transfer data are thought to

have been measured to accuracies on the order of 5–30%

maximum experimental errors depending on the partic-

ular test conditions (those quoted in the publications are

cited in Table 1), although claims of 5% seem to be

optimistic. The physical properties for the test fluids

were all obtained from REFPROP version 6.01 of

NIST.

Figs. 1–10 make a presentation of the database and

comparison with the model are done in the next section.
Fig. 11. Evolution of the optimum frequency identified for each

series of test versus heat flux for different fluid and tube

diameter.
2. Comparison to heat transfer database

2.1. Description of the parameter identification method

A search for the optimum values of the parameters f ,
Cd0 and dmin was performed on each series of points of
the database. A series is a certain number of experi-

mental points for which the vapor quality changes but

the mass velocity, the heat flux and the saturation con-

dition remain constant in the experimental data sets.

The least-squared error method was chosen to find the

optimum solution ðf ;Cd0; dminÞopt i.e. the minimum value
of the objective function J defined by:

Jðf ;Cd0; dminÞ ¼
Xnserie
i¼1

½hexp;i � hmodel;iðf ;Cd0; dminÞ�2 ð1Þ
The dotted lines on Figs. 1–10 represent the comparison

between the experimental series and the evolution given

by the model with the ðf ;Cd0; dminÞopt corresponding to
the specific series. Once the set of optimum values for all

the series were determined, they were then used to de-

velop general methods for their prediction, which are

presented below.

The optimum values of the identified pair frequency

fopt, were found to be strongly dependent on the heat
flux in the test section. No clear dependency on any

other parameter was identified. Fig. 11 shows fopt versus
q for the database, where each point represents one
series of experimental points as defined above. For all

the fluids and tubes diameters fopt increases with q and a
power law was found to give the best fit to the experi-

mental points:

fopt ¼
q
qref

� �nf

ð2Þ

The dependency of the pair frequency on the heat flux is

consistent with the recent observations of Brutin et al.

[11] related to convective boiling of n-pentane inside a
rectangular channel with a hydraulic diameter of 889 lm
and a length of 50 mm. In that study, there appears to be

a global increase of the dimensionless frequency of the

instabilities related with bubble-generation rate (the

transition time in the test section was used as a refer-

ence) with the exit vapor quality.

The pair frequency is surmised to be a function of the

mass velocity, the geometry and size of the test section,



Fig. 12. Evolution of qref with reduced pressure for each fluids
and diameters of the database. The dotted line represents the

relation given by Eq. (4).
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the existence of nucleation sites in relation to roughness

and the fluid physical properties. At this time, a pre-

dictive law of the bubble frequency based on macro-

scopic parameters such as q, G and Psat inside a tube of
small dimension is not available in the literature. Thus,

an empirical relation is proposed based on heat flux

only, by introducing values for a reference heat flux and

exponent, qref and nf , estimated on the entire database.
Following the method used by Cooper [12] for his pool

boiling correlation, qref was expressed as a function of
the reduced pressure, i.e. the saturation pressure divided

by the thermodynamical critical pressure. Indeed, all the

physical properties can be expressed as a function of this

ratio:

qref ¼ aq
Psat
Pcrit

� �nq

ð3Þ

where aq is in Wm�2. Fig. 12 shows the values of qref
versus Pred, where the horizontal error bar represents the
range of reduced pressure for each study. Table 2 sum-

marizes the values of aq and nf corresponding to each
study. A least squares method on the four parameters

ðaq; nq;Cd0; dminÞ provides (dotted line law in Fig. 12):

qref ¼ 3328
Psat
Pcrit

� ��0:5

ð4Þ

Fig. 13 represents nf versus qref . The identified values
ranged from 0.7 to 0.8 except for R-134a in Yan and Lin

[4] and Agostini [8] for 0.77 mm tube (see Table 2). The

best fit on the entire database was obtained with a

constant value:

nf ¼ 1:74 ð5Þ

Thus, Eqs. (2), (4) and (5) permit the pair (or triplet)

frequency to be calculated from the heat flux and the

saturation conditions.
Table 2

Set of parameters used in the comparison between the model and the d

dimensionless

Study Fluid Diameter Specific para

aq

Lazarek and

Black [1]

R113 3.1 3319

Wambsganss et al.

[2]

R113 2.92 3298

Tran et al. [3] R12 2.46 3321

Yan and Lin [4] R-134a 2 3551

Bao et al. [5] R11 1.95 3334

Bao et al. [5] R123 1.95 3334

Baird et al. [6] CO2 1.95 3323

Lin et al. [7] R141b 1.1 3324

Agostini [8] R-134a 0.77 3272

Agostini [8] R-134a 2.01 3452

General model 3328
In the model, a correcting factor on the initial film

thickness Cd0 was added to take into account the change

in the fluid properties and the different geometry com-

pared to the original study of Moriyama and Inoue [13]

based only on R-113. Fig. 14 shows the mean value of

the optimum Cd0, corresponding to each study of the

database versus the reduced pressure. No real relation-

ship to dimensionless numbers or other study parame-

ters could be found. The values ranged from 0.34 to

1.23. The mean correcting factor is 0.84 with a standard

deviation of 0.28. This mean value of the correcting

factor near unity gives an encouraging sign of the
atabase with aq in Wm
�2, dmin in microns and nq, nf and Cd0 are

meters for each study

nq nf Cd0 dmin

)0.54 1.8 1.176 0.01

)0.47 1.72 0.77 0.47

)0.57 1.71 0.87 0.36

)0.44 1.27 1.2 1.92

)0.59 1.72 0.59 0.02

)0.55 1.73 0.44 0.08

)0.55 1.70 0.34 0.15

)0.60 1.79 0.86 0.58

)0.05 1.18 1.23 1.82

)0.24 1.70 0.8 3.00

)0.5 1.74 0.29 0.3



Fig. 13. nf versus qref for each fluids and diameters of the
database. The dotted line represents the relation given by Eq.

(5).

Fig. 14. Optimum values identified for the correcting factor Cd0

versus reduced pressure for the fluids and diameters of the

database. The error bar represents the range of reduced pres-

sure corresponding to each point.

Fig. 15. Optimum values identified for the minimum film

thickness dmin versus reduced pressure for the fluids and dia-
meters of the database. The error bar represents the range of

reduced pressure corresponding to each point.
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validity of the Eq. (28 of Part I). At this time, no other

relation is available for easily determining d0 and the Eq.
(28 of Part I) is used in our model with a constant value

of Cd0 corresponding to identification on the entire

database:
Cd0 ¼ 0:29 ð6Þ

Specific studies are needed to measure and better predict

with a good accuracy the film formation thickness in

microchannels. This goal includes the development of an

experimental technique to measure film thicknesses of

several microns, which is a challenge today.

The identification of the minimum film thickness

using Eq. (43 of Part I) is very difficult due to the sen-

sitive impact of dmin on the mean heat transfer coefficient
in the film, i.e. on the final heat transfer coefficient. This

high sensitivity is due to the logarithmic ratio d0=dmin,
i.e. when dmin tends to 0 then hfilm tends to infinity. In
order to reduce this sensitivity of the model to dmin, the
mean heat transfer coefficient in the film is calculated by

using the average value of the film thickness during tfilm:

hfilmðzÞ ¼
2kl

d0ðzÞ þ dminðzÞ
ð7Þ

In this relation, the weight of dmin is artificially reduced.
This expression replaced Eq. (43 of Part I) in finding the

optimum parameter values and permits us to calculate

the various constants in equations (4)–(7), but no clear

trend has been found. Fig. 15 shows the mean values of

optimum dmin, corresponding to each database, versus
the reduced pressure. The order of magnitude of this

minimum thickness of the film is reasonable. Despite the

range of values, the above simplified definition of the

heat transfer in the film and a sensitivity study suggest

the choice of a constant value for dmin, is reasonable,
where the choice based on the entire database gives:



Fig. 16. Comparison between the two methods to calculate the

mean heat transfer coefficient in the film. The curves represent

the variations of mean heat transfer coefficient in the film versus

initial film thickness d0 for the two extreme values corre-
sponding to dmin in the database.
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dmin ¼ 0:3 	 10�6 m ð8Þ

Considering all the studies, the specific values dmin ran-
ged from 0.01 to 3 lm. Fig. 16 shows an example of the
difference between the mean heat transfer coefficient in

the film calculated using Eqs. (43 of Part I) and (8) with

the thermal conductivity of the R-134a. When the value

of dmin is of the same order of magnitude as d0
(dend ¼ 3 lm), then the two solutions are close; however,
when dmin is two orders of magnitude below that of d0
(dend ¼ 0:01 lm), a significant underprediction of hfilm
occurs when Eq. (7) is used. The simplification offered

by Eq. (8) gives more weigh to values of dmin around one
micron (which in fact is the order of magnitude of the

roughness that breaks the film as shown previously in

Part I). It gives a reasonable approximation of the mean

heat transfer in this case.

2.2. Comparison of the model with the experimental trends

Figs. 1–10 present the evolution of the heat transfer

coefficients versus the vapor quality in comparison to

predictions by the model with several experimental series

from the database. Two comparisons are presented. The

model run with the best set of values ðf ;Cd0; dminÞ cor-
responding to each series (dotted lines), which in fact

can be significantly different from the specific parameters

of the study listed in Table 2. The ‘‘plain’’ line represents

the variation of h calculated with the general values of

parameters given by the Eqs. (6)–(8). The values of G, q,
Psat, and dh used in the calculations are listed on the
graphs.
In the case of small variations of h with x, i.e. for
Lazarek and Black [1], Wambsganss et al. [2], Tran et al.

[3], Bao et al. [5] and Baird et al. [6], the model with

series specific parameters shows very good agreement

with the experimental results. If the general values of Cd0

and dmin are used, the difference between model and
experiment can be significant, particularly with the re-

sults of Wambsganss et al. [2] in Fig. 2. This deviation is

directly related to the scattering of the specific values of

each series around the global parameters, but the trends

are still correct. In our model for low vapor quality, the

heat transfer increases strongly up to its peak where

local dryout occurs, where d ¼ dmin. After the peak, the

local heat transfer decreases because of (i) the increase of

the dryout period and the poor heat transfer from the

dry wall in the heat transfer cycle and (ii) decrease of the

initial film thickness d0 with the increase of the two-
phase flow velocity with increasing x, i.e. earlier dryout.
In the case of large variations of h with x, such as in

multichannel studies of Yan and Lin [4], Agostini [8] or

in the single tube study of Lin et al. [7], the results are

variable from one study to another. For Yan and Lin

[4], the model with specific parameters gives good trends,

especially for the difference in behavior linked with the

heat flux. For q ¼ 5 kWm�2, in our model h grows with
vapor quality because local dryout does not occur. In

this case, delay of the onset of local dryout permits the

heat transfer coefficient to increase until vapor qualities

up to 0.6 and then falls beyond this value. The model

with the general parameters is not able to gives this

change in trends and the deviation between the model

and experiment increases dramatically. Considering the

studies of Lin et al. [7] and Agostini [8], the same anal-

yses could be done and the deviations are also notable.

2.3. Comparison of the model with specific parameters

with the database

In Fig. 17, the model with the four specific parame-

ters, corresponding to each study (Table 2), is compared

to the experimental points. This version of the model

predict 90% of the data to within ±30% and the devia-

tion decreases with increasing values of the heat transfer

coefficient for h > 6000 Wm�2 K�1. In order to show the

contribution of each study on this global result, the

cumulated number of experimental points has been

plotted versus the deviation in Fig. 18. Values for a

series is plotted to show what percent of the points in

that series is within a specific percent deviation. The grey

line represents the distribution for the entire database

and the studies below this line correspond to the worst

results, which correspond to the multichannel studies. It

is difficult to reject these studies from the current study

even if our model does not specifically pertain to any

additional factors influencing evaporation inside multi-

channels, such as maldistribution or flow oscillations.



Fig. 17. Comparison between experimental heat transfer and

the corresponding values given by the model with different

constant values of aq, nq, nf , Cd0 and dmin, resulting from an

optimisation on each database.

Fig. 18. Distribution of the rate of experimental points as a

function of the deviation between the heat transfer coefficient

calculated with optimised constant values of aq, nq, nf , Cd0 and

dmin, and the heat transfer coefficient from the different data-

bases.

Fig. 20. Deviation between the data and the model using the

general value of aq, nq, nf , Cd0 and dmin.

Fig. 19. Comparison between experimental heat transfer and

the corresponding values given by the model using the general

values of aq, nq, nf , Cd0 and dmin.
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The type of fluid, R-134a, common to all the multi-

channel experiments could also be invoked. Without

considering the multichannel experiments in the data-

base, the model with specific parameters predicts 98% of

the data to ±30%.
2.4. Comparison of the global model with the database

In Fig. 19, the model with its general parameters is

compared to the experimental data. This general model

predicts 70% of the points to ±30%. With this version of

the model, again the deviation increases for low values

of the heat transfer coefficient. Fig. 20 shows the



Fig. 21. Heat transfer coefficient versus vapor quality for dif-

ferent diameters (increment of 0.166 mm).
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cumulated number of experimental points versus the

deviation. The multichannel studies and the data from

Wambsganss et al. [2] are, again, poorly described. In

summary, without the multichannel experiments in the

database, the general model predicts 83% of the data to

±30%. This performance is promising considering the

difficulty in accurately measuring heat transfer coeffi-

cients in microchannels, the variety of measurement

methods applied, the effects of inlet subcooling on the

pair frequency, unknown surface roughness and so

forth. In reality, microchannel two-phase flows are sus-

ceptible to instabilities and there is typically observed a

variation in length of elongated bubbles, points which

have not yet been addressed in the model.

The unexpected good agreement for the CO2 is due to

the fact that intermittent and annular flows are present

over a wide range of vapor quality according to

Pettersen [14]. These flow regimes are similar to elon-

gated bubble in the model, and an equivalent frequency

and an initial film thickness can be identified.
Fig. 22. Heat transfer coefficient versus diameter for different

vapor qualities (increment of 0.088).
3. Simulations with the new model

In that section, the calculations were all run using the

general parameter values in the model.

3.1. Influence of d on the heat transfer coefficient

In order to illustrate the influence of tube diameter,

the model has been run with R-123 at Psat ¼ 350 kPa,
G ¼ 120 kgm�2 s�1 and q ¼ 100 kWm�2. Fig. 21 shows

the heat transfer coefficient versus the vapor quality for

diameters ranging from 0.5 to 2 mm in increments of

0.166 mm and Fig. 22 shows h versus d for values of x
ranging from 0.1 to 0.9 in increments of 0.1. There are

three effects: for x < 0:04, h decreases with d, then for
x > 0:18, h increases with d, and for 0:04 < x < 0:18 the
heat transfer coefficient increases, reaches a peak, and

afterwards decreases with d. Depending on the ther-
mophysical properties of the fluid and the operating

conditions, each zone could disappear or move. In the

model, the influence of the diameter is directly linked

with the equation (28 of Part I) that gives the initial film

thickness d0. Fig. 23 illustrates this dependence with d0
plotted versus d for two representative pair velocities.
Increasing the diameter results in a thicker initial film

and thus the onset of the periodical dryout is shifted to a

higher vapor quality. On the other hand, increasing the

velocity decreases d0.
The limited number of experiments that show a

diameter effect do not permit one to deduce a clear

trend. For example, Yan et al. [4] concluded that evap-

oration heat transfer in a small pipe is more effective

than in a larger pipe, when passing from macro to

microscale tubes. But what happens when the diameter
is decreased within the microscale? For R-134a in mul-

tichannels, for diameters of 0.77 and 2.01 tubes, at a

mass velocity of 285 kgm�2 s�1, the data of Agostini [8]

show a higher heat transfer coefficient for the small tube

but only for x < 0:25. For R-142b, Palm [15] shows a

moderate increase of h when d decreases in 3.5, 2.5, 1.5
and 1mm tubes. Using the criteria of Kew and Cornwell

[16], based on Co ¼ 0:5, the threshold diameter for

micro-macroscale transition equals 2.14 mm for R-142b

at 15 �C. Of course, the reliability of this criterion has
not yet been established, but these results seem to be

representative of the increase of the heat transfer coef-

ficient in the micro-macroscale transition zone. For R-

134a, Owhaib and Palm [17] at 645 kPa found that the

average heat transfer coefficient increases when the

diameter decreased from 1.7 mm to 0.8 mm. In this

case, the threshold diameter is 1.68 mm and we can



Fig. 23. Initial film thickness versus hydraulic diameter.

3398 V. Dupont et al. / International Journal of Heat and Mass Transfer 47 (2004) 3387–3401
reasonably assume these results correspond to micro-

scale, but the method used to define the average coeffi-

cient (on mass flux and/or vapor quality) is not specified.

These results seem to correspond to vapor qualities be-

low 0.4. For R-123, Baird et al. [6] have tested 0.92 and

1.95 mm and affirm that diameter has no significant

effect on h. They proposed a correlation independent of
the diameter to predict h. The threshold diameter for
this last fluid is 1.78 mm, once again the results corre-

spond to the micro-macroscale transition. Khoda-

bandeh [18] studied the heat transfer coefficient of an

advanced two-phase thermosiphon with isobutene as

refrigerant with tube diameter ranging from 1.1 to 6

mm. He concluded that the influence of d is small and no
clear trend could be seen.

Fig. 24 shows the comparison between the model and

the data of Baird et al. [6]. The vapor quality chosen

corresponds to the mean value of x of their experimental
Fig. 24. Heat transfer coefficient versus diameter, comparison

with Baird et al. [6].
points, x ¼ 0:255. The two extreme values of the range
of mass flux G ¼ 167:4 and 337.6 kgm�2 s�1 were used

with the 1.95 mm tube (dotted lines) and G ¼ 450
kgm�2 s�1 with the 0.92 mm tube (from [6] only data for

CO2 in 1.95 mm tube are include in the database). The

model predicts an increase of the heat transfer coefficient

with a decrease of the diameter below a heat flux of 18

kWm�2. Beyond this threshold value of q, decreasing of
the diameter should give a significant decrease in h.
Unfortunately, the different ranges of heat flux corre-

sponding to the two diameters in these experiments do

not permit this expectation to be verified, but the pre-

dictions of the model are compatible with the trends in

this case. Notice that this threshold value of the heat flux

is only due to the different values G used for each

diameter calculation.

3.2. Influence of q on the heat transfer coefficient

Fig. 25 shows the heat transfer coefficient as a func-

tion of the vapor quality for R-12 at Psat ¼ 825 kPa,
G ¼ 200 kgm�2 s�1 and for heat flux ranging from 60 to

120 kWm�2 in increments of 6.66 kWm�2. This case

illustrates that both heat flux and vapor quality could

influence the heat transfer coefficient. The vapor quality

effect can be divided into three zones. In the first zone,

for x < 0:12, the model predicts an increase in the heat
transfer coefficient with q. This trend is inverted in zone
2 (0:12 < x < 0:38). The lower limit of zone three cor-
responds to the first peak in h (for this given range of q)
where dryout occurs cyclically. The peak in h is shifted
to higher values of vapor quality when q increases, i.e.
the local dryout occurs later for higher q. The relation
between the frequency of the pairs and the heat flux can

explain this surprising result (Eq. (2)); when q increases
Fig. 25. Heat transfer coefficient versus vapor quality for dif-

ferent values of the heat flux (increment of 6.66 kWm�2).



Fig. 26. Heat transfer coefficient versus heat flux, comparison

with Bao et al. [5].
Fig. 27. Heat transfer coefficient versus vapor quality for dif-

ferent values of the mass velocity (increment of 26.3 kgm�2 s�1).

Fig. 28. Heat transfer coefficient versus mass velocity, com-

parison with Bao et al. [5].
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the maximum film duration tdry film decreases but the

vapor duration tv decreases due to the increase of the
frequency. In zone three, at a given value of x, h rises
and decreases with q.
Fig. 26 shows the heat transfer coefficient plotted

versus heat flux, comparing the results of the model and

the experiments of Bao et al. [5] for R-123 with

Psat ¼ 354 kPa, G ¼ 336 kgm�2 s�1 and x ranging from
0.05 to 0.85, and Tran et al. [3] for R-12 with Psat ¼ 825
kPa, G ranging from 63 to 300 kgm�2 s�1 and x ranging
from 0.2 to 0.77. The model predicts reasonably well the

improvement of h with q. As described above, the

enhancement of h is due to the effect of the heat flux on
the frequency; however, for high heat flux, for R-12 with

q > 70 kWm�2, the increase of tdry film is not counter-
balanced by the decrease of tv. To date such a decrease
beyond a certain heat flux has not been observed

experimentally and this predicted trend must be con-

sidered with caution.

3.3. Influence of G on the heat transfer coefficient

Nearly all the studies point out the lack of influence

of the mass velocity on the heat transfer coefficients and

Bao et al. [5] suggested that this independence is due to

the small contribution of the convective heat transfer

coefficient on the overall coefficient. Fig. 27 represents

the predicted heat transfer coefficient versus vapor

quality for R-12 at mass velocities ranging from 63.3 to

300 kgm�2 s�1. The saturation condition corresponds to

Tran et al. [3]; Psat ¼ 825 kPa, q ¼ 14:4 kWm�2. The

effect of the mass velocity is negligible over a large range

of x, i.e. the model based on film evaporation is able to
catch the small influence of G. In our model, G influ-

ences the onset of the local dry-out because an increase

in G results in a decrease of the initial film thickness as

described in Fig. 23.
Fig. 28 shows h versus G in comparison to the

experimental results of Bao et al. [5] for R-123, with Psat
ranging from 348 to 360 kPa, q ranging from 36.26 to

41.83 kWm�2, and x ranging from 0.019 to 0.558, and

Baird et al. [6] for CO2, with Psat ranging from 4331 to

4459 kPa, q ranging from 22.17 to 24.72 kWm�2, and x
ranging from 0.041 to 0.687. For R-123, the impact of G
is negligible and for CO2 heat transfer decreases slightly.

Thus, experimentally a very large range of mass veloci-

ties seems to be necessary to observe an influence of G.

3.4. Influence of Psat on the heat transfer coefficient

Fig. 29 presents h versus vapor quality, for R-123 at
q ¼ 14:4 kWm�2 and G ¼ 334:8 kgm�2 s�1 for different

values of the saturation pressure ranging from 600 to



Fig. 29. Heat transfer coefficient versus vapor quality for dif-

ferent values of the saturation pressure.
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900 kPa, in increments of 33.3 kPa. Before the threshold

value of cyclical dryout, the heat transfer coefficient in-

creases, reaches a peak and afterwards decreases with

rising x. Increasing the pressure shifts the cyclical dryout
location to the higher values of x. When the pressure
increases, the liquid density and the latent heat of

vaporization both decrease, so that from Eq. (33 of Part

I) the vaporisation of the film is promoted. Inversely,

from (2) it appears that the frequency of the pair in-

creases with Psat and thus onset of dryout is delayed.
This last mechanism explains the trends in Fig. 29.

Fig. 30 presents a comparison between the model and

experimental data for the heat transfer coefficient versus

Psat. For R-123, the model predicts reasonably well the
data from Bao et al. [5] with G ¼ 334:8 kgm�2 s�1, q
ranging from 81.2 to 91.3 kWm�2 and x ranging from
0.02 to 0.64. In this case, the model predicts a decrease

of h up to 800 kPa, due the mechanisms explained
Fig. 30. Heat transfer coefficient versus saturation conditions,

comparison with Bao et al. [5] and Yan and Lin [4].
above. For R-134, the agreement with the data from

Yan and Lin [4] is poor, with G ¼ 100 kgm�2 s�1, q ¼ 5
kWm�2 and x ranging from 0.09 to 0.93, but this is a

multichannel where additional effects ignored here in

our single channel model may come into play.
4. Conclusions

A three-zone flow boiling model has been presented

to describe evaporation of elongated bubbles in micro-

channels. The heat transfer model predicts the transient

variation in local heat transfer coefficient during the

cyclic passage of (i) a liquid slug, (ii) an evaporating

elongated bubble and (iii) a vapor slug when present. A

time-averaged local heat transfer coefficient is thus ob-

tained and is compared to experimental data taken from

seven independent studies covering the following seven

fluids: R-11, R-12, R-113, R-123, R-134a, R-141b and

CO2. The 1591 test data covered tube diameters from

0.77–3.1 mm, mass velocities from 50 to 564 kg/m2s,

heat fluxes from 5 to 178 kW/m2 and vapor qualities

from 0.01 to 0.99. The new model predicts 70% of the

database to within ±30%.

The new model successfully predicts the trends in the

heat transfer data, including the expected effects of va-

por quality, heat flux, mass velocity, saturation pressure

and tube diameter. The peak noticeable in some data

sets at low vapor quality, for instance, has been shown

to occur when dryout of the liquid film at the end of

elongated bubbles occurs before the arrival of the next

liquid slug.
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